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● The field of NLP has seen an unprecedented progress in the last years
● Much of this progress is due to the replacement of traditional systems with newer 

and more powerful Deep Learning (DL) models
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Neural Language Model (NLM)

● Neural Language Model → Neural Network trained to approximate the language 
modeling function

● Un modello del linguaggio probabilistico (LM) definisce la probabilità di una frase s 
= [w1, w2, …, wn] come:

● Bengio et al. (2003) proposero un modello in grado di risolvere tale funzione 
ricorrendo allʼarchitettura di una rete neurale → Neural Probabilistic Language 
Model
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Neural Language Model (NLM)

● Neural Language Model → Neural Network trained to approximate the language 
modeling function

● Language Modeling → probability of a sentence s = [w1, w2, …, wn] as:

● Bengio et al. (2003) proposed a model to learn this function relying on the 
architecture of a neural network → Neural Probabilistic Language Model



Transformer Models

● Nowadays, the Transformer is the most commonly used 
architecture for the development of NLMs

● The Transformer (Vaswani et al., 2017) exploits the 
attention mechanism to create contextual 
representations of words and learn the relations among 
them



“Evolutionary Tree”

Harnessing the Power of LLMs in Practice: A Survey on ChatGPT and Beyond (Yang et al., 2024), https://dl.acm.org/doi/10.1145/3649506

https://dl.acm.org/doi/10.1145/3649506
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Interpretability in NLP

Research questions:

● What happens in an end-to-end neural network model when trained on a language modeling 
task?

● What kind of linguistic knowledge is encoded within their representations?
● Is there a relationship between the linguistic knowledge implicitly encoded and the ability to solve 

a specific task?

“In the context of NLP, this question needs to be understood in light of earlier NLP 
work. [...] In some of these systems, features are more easily understood by 
humans. [...] In contrast, it is more difficult to understand what happens in an 
end-to-end neural network model that takes input (say, word embeddings) and 
generates an output.”

Belinkov and Glass, Analysis Methods in Neural Language Processing: A Survey (2019). In 
Transactions of ACL, Volume 7, pages 49-72.                                                                                                                     

 

https://aclanthology.org/Q19-1004.pdf
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Evaluation of Neural Language Models

● The evaluation of NLMs has seen 
significant advancements in the past 
few years, with the development of 
dedicated benchmarks and 
evaluation frameworks

● These benchmarks are designed to 
assess models' performance on 
specific tasks and reasoning abilities:

○ OpenLLM Leaderboard
○ BigBench (Srivastava et al., 2023)
○ Holmes (Waldis et al., 2024)

Link: https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard

https://huggingface.co/spaces/open-llm-leaderboard/open_llm_leaderboard


Competence vs. Performance in NLMs

● Within the broader context of interpretability and evaluation, one line of research focuses 
on studying and assessing the linguistic abilities of (Large) Language Models

● Such studies aim to uncover the implicit linguistic competencence encoded within these 
models and evaluate their generalization abilities

● Competence vs. Performance: investigation of the linguistic abilities of NLMs from a 
competence/performance perspective:

○ Distinction between the information encoded in a model internal representation vs. the modelʼs behavioral 
responses to prompt during generation (Hu and Levy, 2023)



Profiling Neural Language Models

● The “linguistic profiling” methodology (van Halteren, 2004) assumes that wide 
counts of linguistic features are particularly helpful in the resolution of several NLP 
tasks, e.g.:

○ Text Profiling (e.g. text readability, textual genres)
○ Author Profiling (e.g. authorʼs age and native language)

Research Question: 

Could the informative power of these features also be helpful to understand the 
behaviour of state-of-the-art NLMs?

Miaschi A., Brunato D., DellʼOrletta F., Venturi G. (2020). Linguistic Profiling of a Neural Language Models. In Proceedings of the 28th 
International Conference on Computational Linguistics (COLING 2020, Barcelona) [Outstanding paper for COLING 2020]



Profiling Neural Language Models

● The “linguistic profiling” methodology (van Halteren, 2004) assumes that wide 
counts of linguistic features are particularly helpful in the resolution of several NLP 
tasks, e.g.:

○ Text Profiling (e.g. text readability, textual genres)
○ Author Profiling (e.g. authorʼs age and native language)

Research Question: 

Could the informative power of these features also be helpful to understand the 
behaviour of state-of-the-art NLMs?

Miaschi A., Brunato D., DellʼOrletta F., Venturi G. (2020). Linguistic Profiling of a Neural Language Models. In Proceedings of the 28th 
International Conference on Computational Linguistics (COLING 2020, Barcelona) [Outstanding paper for COLING 2020]



Probing Task Approach

Slide from: https://people.cs.umass.edu/~miyyer/cs685_f20/slides/19-probes.pdf

https://people.cs.umass.edu/~miyyer/cs685_f20/slides/19-probes.pdf


Profiling-UD: a tool for Linguistic Profiling of Texts
● ProfilingUD (Brunato et al., 2020) is a 

web–based application that performs 
linguistic profiling of a text, or a large 
collection of texts, for multiple languages

● It allows the extraction of more than 130 
features, spanning across different levels of 
linguistic description 

● Link: http://linguistic-profiling.italianlp.it/

http://linguistic-profiling.italianlp.it/
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Linguistic Profiling of a Neural Language Model (Miaschi et al., 2020)

● We investigated the linguistic knowledge implicitly encoded by BERT

Research questions:

1. What kind of linguistic properties are encoded in a pre-trained version of BERT?

2. How this knowledge is modified after a fine-tuning process?
a. Fine-tuning on the Natural Language Identification Task 



Linguistic Profiling of a Neural Language Model (Miaschi et al., 2020)

Pre fine-tuning: Post fine-tuning:



Evaluating Large Language Models via Linguistic Profiling

Miaschi A., DellʼOrletta F., Venturi G. (2024). Evaluating Large Language Models via Linguistic Profiling. In Proceedings of the 2024 Conference on 
Empirical Methods in Natural Language Processing (EMNLP 2024, Miami, Florida)

● Motivations:

○ Large Language Models (LLMs) demonstrated remarkable capabilities in solving multiple tasks and 
in generating coherent and contextually relevant texts

○ Such capabilities have been extensively evaluated against several benchmarks, as evidenced by the 
success of platforms such as the OpenLLM Leaderboard

○ A comprehensive evaluation of LLMs' linguistic abilities in generation, independent of specific 
tasks and possibly cross-cutting across them, is still missing
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Miaschi A., DellʼOrletta F., Venturi G. (2024). Evaluating Large Language Models via Linguistic Profiling. In Proceedings of the 2024 Conference on 
Empirical Methods in Natural Language Processing (EMNLP 2024, Miami, Florida)

● Motivations:

○ Large Language Models (LLMs) demonstrated remarkable capabilities in solving multiple tasks and 
in generating coherent and contextually relevant texts

○ Such capabilities have been extensively evaluated against several benchmarks, as evidenced by the 
success of platforms such as the OpenLLM Leaderboard

○ A comprehensive evaluation of LLMs' linguistic abilities in generation, independent of specific 
tasks and possibly cross-cutting across them, is still missing

How effectively can LLMs generate sentences that adhere to targeted linguistic constraints representing various 
morpho-syntactic and syntactic phenomena?



Our Approach
● We evaluate the ability of several LLMs to generate 

sentences with targeted (morpho-)syntactic linguistic 
constraints 

● We prompted the models to generate sentences 
containing these constraints within a fixed prompt 
structure:

○ For each property/constraint, we asked the 
models to generate a fixed number of sentences 
having a precise value of that property

● Given the well-known difficulty of LLMs in producing 
texts with precise numerical constraints, we decided 
to constrain the models on increasing values of 
linguistic properties



Linguistic Properties and Values Selection

● We relied on a set of linguistic properties as constraints encompassing diverse 
morpho-syntactic and syntactic phenomena of a sentence

● We relied on the largest English Universal Dependency (UD) treebank, i.e. English 
Universal Dependency (EWT) (Silveira et al., 2014)

○ Extraction of the linguistic properties with the Profiling-UD tool (Brunato et al., 2020)
○ In the few-shot configuration, we used 5 exemplar sentences extracted from EWT

● We asked each model to generate a fixed number of sentences following a set of 
increasing values for each linguistic property

○ We generate 50 sentences for every value within the set of five values, thus obtaining a total of 250 
sentences per property.



Models and Evaluation

Models:

Model Parameters

Gemma 2B

Gemma 7B

LLaMA-2 7B

LLaMA-2 14B

Mistral 7B

Evaluation:

● We used two different metrics:
○ Success Rate (SR): fraction of times the 

model generated a sentence whose property 
value exactly corresponds to the one 
provided.

○ Spearman coefficient: correlation 
coefficients between the increasing property 
values extracted from EWT and those 
extracted from the sentences generated by the 
models.



Success Rate Results



How do LLMs Follow Constraints Across Values?



Spearman Results



Selected Findings

● Models tend to adhere slightly more accurately to morphosyntactic constraints 
rather then syntactic ones 

● Models are capable of distinguishing when they are asked to generate a sentence 
with or without a given feature

● Constraining generation for a specific linguistic element does not always primarily 
enhance that element, suggesting that the models are not simply creating longer 
sentences, but rather sentences with a varied (morpho)syntactic structure



NLP for Digital 
Social Reading



Digital Social Reading

● Digital Social Reading (DSR): a wide variety of practices related to the activity of 
reading and using digital technologies and platforms to share thoughts and 
impressions about books with others (Pianzola F., 2025)

● The popularity of these platforms has led to the creation of new social valences of 
reading (Namakura, 2013) and, most importantly, of massive corpora of 
user-generated book reviews (e.g. Koshua et al., 2017; Sabri and Weber, 2021)

● Still little is known about the diverse communication strategies adopted by readers 
to share their reading experiences with others in terms of stylistic variations 
between reviews written across different platforms or referring to books belonging 
to different genres



Digital Social Reading

● Digital Social Reading (DSR): a wide variety of practices related to the activity of 
reading and using digital technologies and platforms to share thoughts and 
impressions about books with others (Pianzola F., 2025)

● The popularity of these platforms has led to the creation of new social valences of 
reading (Namakura, 2013) and, most importantly, of massive corpora of 
user-generated book reviews (e.g. Koshua et al., 2017; Sabri and Weber, 2021)

● Still little is known about the diverse communication strategies adopted by readers 
to share their reading experiences with others in terms of stylistic variations 
between reviews written across different platforms or referring to books belonging 
to different genres



Tell me how you write and I’ll tell you what you read

● In this work we studied the linguistic properties and lexicon of Italian book reviews published on 
two leading platforms for DSR, i.e. Amazon Books and Goodreads

● For the purpose of our work we introduced a novel corpus called A Good Review which covers 
reviews of 300 books belonging to six literary fiction genres and reviewed by users of Amazon and 
Goodreads

Our Approach:

● We automatically acquired a set of stylistic properties from the reviews and we analysed the 
variation of these features across the reviewʼs venue and the genre of the reviewed book

● We conducted a series of classification experiments using multiple approaches and feature 
configurations to predict:

○ If a review was posted on either Amazon or Goodreads;
○ The genre of the book being reviewed based on its review.

Alzetta C., DellʼOrletta F., Miaschi A.,  Prat E., Venturi G. (2023). Tell me how you write and Iʼll tell you what you read: a study on the writing style of 
book reviews. In Journal of Documentation, Volume 80
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A Good Review Corpus

● A Good Review (Amazon and GOODreads REVIEWs) is collection of book reviews 
acquired from Amazon and Goodreads across 6 literary fiction genres:

○ thriller, historical fiction, romance, science fiction, horror and fantasy



Analysis of reviews’ style
● Goodreadsʼ users tend to write longer 

reviews characterized by a more complex 
and articulated writing style

● On Amazon, the readersʼ writing style is 
more homogeneous across genres 
compared to Goodreads

● Readers of the same genre tend to adopt 
different styles based on the platform



Classifying Reviews
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Revealing Author Identity through Reader Reviews

● Why?
○ Readers that share similar interests might also share some traits of their writing style.
○ Reading recommendations based on related authors are more effective than same-genre ones.

● Book Author Prediction: a novel task which consists of predicting the author of a 
book from the readers' reviews.

Explore whether the writing style of user-generated reviews, analyzed in 
terms of lexical and (morpho-)syntactic characteristics, can serve as a 
reliable source of information to predict the author of a reviewed book.

Alzetta C., DellʼOrletta F., Fazzone C., Miaschi A., Venturi G. (2023). Unmasking the Wordsmith: Revealing Author Identity through Reader 
Reviews. In Proceedings of the 9th Italian Conference on Computational Linguistics (CLiC-it 2023, Venice, Italy)
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Literary Voices Corpus (LVC)

● LVC is a novel corpus of 11,202 book reviews written in Italian acquired from 2 
social reading platforms



Results

● All models outperformed a random 
uniform baseline on both Amazon and 
Goodreads

● Lexical information has more 
discriminative power than linguistic 
properties

● Adding stylistic properties does not 
improve the performance of a 
Language Model



Selected Findings

● Goodreads vs. Amazon: Goodreads reviews are longer and stylistically more 
complex, while Amazon reviews show a more homogeneous style across genres.

● Linguistic features: Effective for distinguishing Amazon vs. Goodreads reviews, 
but less reliable for predicting book authors.

● Broader impact: These insights can contribute to the understanding of the 
complex and multifaceted phenomenon of DSR, taking as an innovative starting 
point the user-generated book reviews
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Evaluating Lexical Proficiency in Neural Language Models

● Few works focused on investigating and evaluating NLMs' abilities in tasks related 
to lexical proficiency

● Almost no study that goes beyond commonly lexicalized words

Ciaccio C., Miaschi A., DellʼOrletta F. (2025). Evaluating Lexical Proficiency in Neural Language Models. In Proceedings of the 63rd Annual Meeting 
of the Association for Computational Linguistics (ACL 2025, Vienna)

●  We propose an evaluation framework for testing the lexical proficiency of LMs on 
different linguistic settings for the Italian language



Our Approach

● Evaluation of Encoder-Decoder Models on a mixture of tasks that implicitly exposes 
the morpho-lexical link that relates lemmas to definitions

● Reverse Dictionary: 
generating a target word 
given a source definition
 

● Definition Modeling: 
generating a definition 
given a word

● Exemplification Modeling: 
generating a usage example 
given a word paired with a 
definition



Settings, Data and Models
● We conducted our evaluation across three different settings:

○ Dictionary setting: Evaluating against an unseen split of the models 
training dataset

○ Neologism setting: Evaluating against unseen neologisms that have 
zero to few occurrences in the models' pretraining data

○ Nonce words setting: assessing the linguistically creative abilities in 
creating, defining, and using nonce words (i.e. unseen words)

○
● Three different training/evaluation datasets:

○ Dictionary dataset: We developed a new resources starting from the 
April 2024 Wikizionario Dump + ONLI (Osservatorio Neologico della 
Lingua Italiana) neologism database

○ Neologism dataset: We collected a list of neologisms from various 
online dictionaries (appearing between 2021 to 2024) and kept only 
those with less then five occurrences in the pretraining dataset of our 
models

○ Nonce words dataset: We used GPT-4o to obtain a list of 100 
unattested nonce words



Results



Results - Human Evaluation

● We collected human judgments over 100 pairs of definitions (taken from the nonce 
words dataset) and nonce words (generated by our models)

○ We asked 5 Italian native speakers to read each definition-word pair and express two judgments 
about the nonce word according to the perceived novelty and the adhesion to the definition
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Results

“Astroveicolo”



Selected Findings

● Larger, monolingual models generally outperformed their multilingual 
counterparts

●  Despite the drop in performance with low-frequency neologisms and nonce 
words, the rank between models remained consistent

● The modelsʼ ability to generate novel and coherent nonce words further indicates 
LMs are capable of learning approximations of word formation rules, rather than 
relying solely on memorization


