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Introduction

● Develop measurable qualities and assessment/certification techniques
● WP 5.4: Natural Language Generation and Text Quality Assessment



Introduction
● Motivations:

○ Large Language Models (LLMs) demonstrated remarkable capabilities in solving multiple tasks 
and in generating coherent and contextually relevant texts

○ Such capabilities have been extensively evaluated against several benchmarks, as evidenced by 
the success of platforms such as the OpenLLM Leaderboard

○ A comprehensive evaluation of LLMs' linguistic abilities in generation, independent of specific 
tasks and possibly cross-cutting across them, is still missing

Miaschi A., DellʼOrletta F., Venturi G. (2024). Evaluating Large Language Models via Linguistic Profiling. In Proceedings of the 2024 Conference on 
Empirical Methods in Natural Language Processing (EMNLP 2024, Miami, Florida)
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How effectively can LLMs generate sentences that adhere to targeted linguistic constraints representing 
various morpho-syntactic and syntactic phenomena?
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● We evaluate the ability of several LLMs to 
generate sentences with targeted 
(morpho-)syntactic linguistic constraints 

● We prompted the models to generate 
sentences containing these constraints 
within a fixed prompt structure:
○ For each property/constraint, we 

asked the models to generate a fixed 
number of sentences having a 
precise value of that property

● Given the well-known difficulty of LLMs in 
producing texts with precise numerical 
constraints, we decided to constrain the 
models on increasing values of linguistic 
properties



Linguistic Properties and Values Selection

● We relied on a set of linguistic properties as constraints encompassing diverse morpho-syntactic and 
syntactic phenomena of a sentence

● We relied on the largest English Universal Dependency (UD) treebank, i.e. English Universal 
Dependency (EWT) (Silveira et al., 2014)
○ Extraction of the linguistic properties with the Profiling-UD tool (Brunato et al., 2020)
○ In the few-shot configuration, we used 5 exemplar sentences extracted from EWT

● We asked each model to generate a fixed number of sentences following a set of increasing values for 
each linguistic property
○ We generate 50 sentences for every value within the set of five values, thus obtaining a total of 

250 sentences per property.



Models and Evaluation

Models: Evaluation:

● We used two different metrics:
○ Success Rate (SR): fraction of 

times the model generated a 
sentence whose property value 
exactly corresponds to the one 
provided.

○ Spearman coefficient: correlation 
coefficients between the increasing 
property values extracted from 
EWT and those extracted from the 
sentences generated by the 
models.

Model Parameters

Gemma 2B

Gemma 7B

LLaMA-2 7B

LLaMA-2 14B

Mistral 7B



Success Rate Results



How Do LLMs Follow Constraints Across Values?



Spearman Results



Evaluating Italian LLMs

● Focus on Italian LLMs:
○ ANITA, Camoscio, Cerbero, 

DanteLLM, Italia, LLaMAntino

● Two-steps evaluation:
○ Generation: e.g. “Generate a 

sentence with 2 adjectives”.
○ Validation: e.g. “How many 

adjectives does this sentence 
have?”.

Ciaccio C., DellʼOrletta F., Miaschi A., Venturi G. (2024). Controllable Text Generation To Evaluate Linguistic Abilities of Italian LLMS. In 
Proceedings of 10th Italian Conference on Computational Linguistics (CLiC-it 2024, Pisa)



Generation Results



Validation Results



Selected Findings

● Models tend to adhere slightly more accurately to morphosyntactic constraints rather then syntactic ones 

● Models are capable of distinguishing when they are asked to generate a sentence with or without a given feature

● Constraining generation for a specific linguistic element does not always primarily enhance that element, suggesting 
that the models are not simply creating longer sentences, but rather sentences with a varied (morpho)syntactic 
structure

● When validating each model against their own generated sentences, we noticed that the generation abilities do not 
always align with the ability of the models to recognize the linguistic properties of their generated sentences.



Conclusion and Future Directions

● LLMs have reached astonishing performance in almost all NLP tasks
● Their success has led to a growing interest in their evaluation, alongside studies analyzing their behavior 

and internal mechanisms
● Despite significant progress, there is still a lot to do!

Future Directions:

● Studying and evaluating generalization of LLMs across different scenarios, domains and languages 
(Hupkes et al., 2023)

● Analyzing and controlling the “linguistic profile” of generated texts to develop more robust 
Machine-Generated Text (MGT) detection systems
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